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Modern applications are being built on a 
collection of distributed systems
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Modern Distributed Stack



But: 
Running distributed applications 

reliably & efficiently is hard
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My app failed
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DATA SCIENTIST
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My data pipeline is missing SLA
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DATA PIPELINE OWNER
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Our cloud costs are out of control
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OPERATIONS TEAMS
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There are many challenges
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What enterprises are facing: Monitoring Data 
is Silo'ed

• A survey of 6000+ enterprise IT professionals from 
Australia, Canada, France, Germany, UK, & USA
– 91% are struggling with silo'ed monitoring data

2/6/19 Published: https://blog.appdynamics.com/aiops/aiops-platforms-transform-performance-monitoring/



What enterprises are facing: Reactive Approach

2/6/19 Published: https://blog.appdynamics.com/aiops/aiops-platforms-transform-performance-monitoring/



What enterprises are facing: High MTTR

2/6/19 Published: https://blog.appdynamics.com/aiops/aiops-platforms-transform-performance-monitoring/
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We can solve this problem
as a Data and AI/ML problem
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First: Bring all monitoring data to a single platform

One complete correlated view.
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Then: Apply algorithms to analyze the data &
(whenever possible) take actions automatically

One complete correlated view.

History Server 
API

Resource 
Manager API
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SQL Query 
Plans

Configuration

Built-in intelligence & automation.
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Building this platform requires innovation

2/6/19

• In data collection & transport
– Non-intrusive, low overhead, transient/elastic clusters

• In data storage
– Variety, scale, asynchronous arrival



Building this platform requires innovation
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• In data collection & transport
– Non-intrusive, low overhead, transient/elastic clusters

• In data storage
– Variety, scale, asynchronous arrival

• In algorithms to provide insights
– Real-time, combine expert knowledge with ML

• In algorithms to take actions
– Reliable, predictable



Example problems for which our solutions are 
running in production enterprise environments

• Application autotuning
• Failures of distributed applications
• SLA management for streaming data pipelines
• Holistic cluster optimization
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spark.driver.cores 2

spark.executor.cores
…

10

spark.sql.shuffle.partitions 300
spark.sql.autoBroadcastJoinThres
hold

20MB

…
SKEW('orders', 'o_custId') true
spark.catalog.cacheTable(“orders") true

…
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Today, tuning is often by trial-and-error
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A new world

INPUTS
1. App = Spark Query
2. Goal = Speedup

“I need to make this app faster”
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In blink of an eye, user 
gets recommendations to 
make the app 30% faster

As user finishes 
checking email, she 
has a verified run 
that is 60% faster

User comes back from 
lunch. A verified run that 
is 90% faster

90% 
faster!
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A new world



Response Surface Methodology Reinforcement Learning
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Autotuning workflow
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App,Goal

Xnext

Probe Algorithm



Autotuning workflow
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Example problems for which solutions are 
running in production enterprise environments

• Application autotuning
• Failures of distributed applications
• SLA management for streaming data pipelines
• Holistic cluster optimization
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Manual Root Cause Analysis of App Failures

• Many levels of correlated stack traces
• Identifying the root cause is hard and time consuming
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• Reduce troubleshooting time from days to seconds
• Improve productivity of data scientists and analysts

Automated Root Cause Analysis of Failures
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Error 
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Automated Root Cause Analysis of Failures



Two Ways to get Root-Cause Labels

• Manual diagnosis by a domain expert
• Automatic injection of the root cause

292/6/19

• Invalid input
• Invalid memory configuration
• OOME: Java heap space
• OOME: GC overhead limit 
• Container killed by YARN
• Runtime incompatibility

• No space left on device
• Transformations inside other 

transformations
• Runtime error
• Arithmetic error
• Invalid configuration settings



Large-scale Lab Framework for Automatic 
Root Cause Analysis

Multi-tenant Workloads:
• Variety of workloads: Batch, ML, SQL, Streaming, etc.

Failures:
• Large set of root causes learned from customers & 

partners. Constantly updated
• Continuously inject these root causes to train & test 

models for root-cause prediction 

Environment:
• Lab created on demand on cloud or on-premises
• Workloads are run and failures are injected

302/6/19



Example problems for which solutions are 
running in production enterprise environments

• Application autotuning
• Failures of distributed applications
• SLA management for streaming data pipelines
• Holistic cluster optimization
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Predicting when SLAs are in danger of being missed

Latency SLA is 
3 minutes

Latency SLA can be
missed by this time

Current time is here
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Forecasting & Anomaly Detection are very 
useful to manage streaming data pipelines
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Example problems for which solutions are 
running in production enterprise environments

• Application autotuning
• Failures of distributed applications
• SLA management for real-time data pipelines
• Holistic cluster optimization
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Holistic Cluster Optimization
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2x throughput increase and 2x reduction in cost! 
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Holistic Cluster Optimization

Multi-tenancy / queues
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Holistic Cluster Optimization

Multi-tenancy / queues

Data layouts
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Holistic Cluster Optimization

Multi-tenancy / queues Configuration

Data layouts
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AIOps: Rich opportunities to address 
distributed application performance 

management as AI/ML problems
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In Summary

We welcome your collaboration!



Thank You

Free Fully Featured Trial on Amazon EMR, Microsoft Azure, On-premises
https://unraveldata.com/free-trial/

Stay informed
https://unraveldata.com/blog/


